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Certification for safety critical systems
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ANITI Domain of application: transport
§ Safety critical systems
§ Safety first 

Certification: 
§ evaluation of an argumentation, to convince that 
a system (i.e., its architecture, its settings, including 
mitigation means. . . ) is compliant with the 
regulatory requirements
§ accepted mean of compliance with the 
requirements is to rely on mature standards

ARP 4754

DO 254

AI-based system

DO-178DO 297 New guidance

Problem

- Existing certification standards do not address 
ML-based products (notably the learning 
phase)

- Theoretical results on ML missing, not mature, 
included in rich literature always evolving …
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Outline
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• Group presentation
• White paper
• Bottom up activities relying on use cases
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Collaborative environment
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• Kick Off: April 2019 

AI CERTIFICATION
WORKGROUP

DEEL core team: AI 
experts from industry, 
researchers, data 
scientists

Expert of safety critical embedded
systems

Certification experts in aeronautics, 
automotive, railway, energy domains

AI experts
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• Share knowledge on certification and ML
• 48 acculturation sessions (on certification between sectors, between certification 

and AI experts)
• Outcomes: skill improvement of all sides

• Identify the main difficulties raised by the usage of ML in safety critical 
systems

• Working sessions, bibliography
• Outcomes: 

• white paper and identification of important challenges
• Feed the Core team with relevant scientific challenges

• Tackled challenges:  robustness, conformal prediction, explainability
• Outcomes: 

• Organization of ML Certified Systems workshop, publications
• Provide elements of confidence for certification

• Practical application on use cases via sprint
• Outcomes :

• Input to certification working group (EUROCAE WG 114 / SAE G34, SOTIF)
• Transfer to industries
• Publications
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Objectives
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• Group presentation
• White paper
• Bottom up activities

Published on March 2021

https://arxiv.org/abs/2103.10529
https://hal.archives-ouvertes.fr/hal-03176080v1

https://arxiv.org/abs/2103.10529
https://hal.archives-ouvertes.fr/hal-03176080v1
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Approach

Problem

Existing certification standards do 
not address ML-based products 
(notably the learning phase)
What are the certification objectives 
for those products?

Idea
- Identify properties that, have a 

positive impact on the 
capability to certify

- Identify the main challenges for 
the demonstration of 
compliance with the 
certification objectives

Solution : High Level Properties

§ Interpretability /  Explainability
§ Data Quality
§ Robustness
§ Repeatability

§ Maintainability
§ Auditability
§ Specifiability
§ Verifiability

§ Provability
§ Resilience
§ Monitorability

Main challenges identified
#1 Probabilistic assessment
#2 Resilience
#3 Specifiability
#4 Data Quality and Representativeness

#5 Explainability
#6 Robustness
#7 Verifiability
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• Group presentation
• White paper
• Bottom up activities relying on use cases
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ACAS Xu use case

Sensors (for 
intruder) State 

estimation
Sensors (for 

ownship)

Decision (pa + 
23 LUT)

• Use case
• avoidance system initially based on look-up tables (LUT)
• Replacing the LUT by neural networks (cf Reluplex paper)

• Objective: 
• Could we propose a certification strategy for the ML-based system?
• Interest of the use case: simplest situation (surrogate model with 

golden truth)

• Results
1. Definition of a safe architecture (named hybrid architecture)
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ACAS Xu use case

• Results
2. Use of complementary methods (formal methods, simulation …)

§ Formal methods
§ Abstract interpretation (ERAN, Crown, reluval…)
§ Exact solvers (Reluplex/Marabou, Planet …)

§ Development of an ACAS Xu simulator
§ Optimization experiments (pruning, quantization …)
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ACAS Xu use case

• Results
3. Definition of process and its associated assurance cases 

W development process

Part of the assurance case
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Computer vision use case

• Use case
• recognition of railway traffic signals with computer vision

• Objective: 
• Could we propose a certification strategy for the ML-based system?

• Results
1. Dataset quality for machine learning

?

Fig. 1. Images from FRSign Dataset

1. The variability of use cases in the rail industry is much
more important than for cars:

(a) Railway signalling is diverse and features mul-
tiple types of signals/state combinations. For
example, a railway panel of type ‘H’ (cf. Sec-
tion 3.1) is configured to show up-to 18 different
states, using eight light bulbs.

(b) There exists a plethora of train types with match-
ing infrastructure. Thus, an autonomous system
that applies to one type of trains may not neces-
sarily generalize to another. While there is a will
for unification, overhauling a country’s entire rail
infrastructure is a daunting long-term project that
comes at high cost.

2. The stopping distance of a train is function of its body
weight, cargo, and speed: a 10-car passenger train mov-
ing at 100 km/h requires about 500 meters to come to
a halt. Therefore, it is imperative to detect obstacles
and recognize the state of traffic lights well in advance
before making a calculated stop.

3. The railway signalization must strictly be respected no
matter the weather conditions, even when visibility is
very limited. An autonomous system must therefore

demonstrate its capability to read signals in all condi-
tions in a safe manner before the train crosses the sig-
nal.

4. A special emphasis is given on passenger safety and
system dependability. Without proof of the com-
puter system’s reliability, security, and robustness,
autonomous trains cannot be certified, let alone com-
mercialized.

5. Testing the system in situ requires access to railway in-
frastructure, which is not as trivial a matter compared
to regular roads.

These bottlenecks may be holding fully autonomous
trains back today, but there is no doubt that we are on the
brink of a breakthrough that will revolutionize public trans-
portation as we know it. Both freight and passenger trains
will benefit from full autonomy: driverless operations in-
crease system availability, network capacity and operational
efficiency.

3. DATA ACQUISITION AND LABELING

The name of the dataset, FRSign, stands for ”French Railway
Signalling”. We present the use case and the characteristics of
French railway traffic lights in Section 3.1. We then describe
how we collected the data (Section 3.2), and how the images
included in the dataset were labeled (Section 3.3).

3.1. French Railway Traffic Lights

For the purposes of our work, our team had access to a train
that circulates twice per month ever since September 2017
on specific railways located between the towns Villeneuve
Saint-Georges and Montereau, in the region of Ile-de-France
in France. Most of the existing French railway panels can be
found on these portions of railways, which is the reason why
they were initially chosen for the use case.

In FRSign, we selected a subset of French railway panels
that were the most recorded during our tests. The list hereafter
presents the seven types of French railway panels included in
the dataset and describes their configuration:

• ’Chassis A (3 feux verticaux)’: panel named A featur-
ing three vertical lights.

• ’Chassis C (5 feux verticaux)’: panel named C featur-
ing five vertical lights.

• ’Chassis F (6 & 1 feux en L inverse)’: panel named F
featuring six vertical lights plus one light in an inverse
L-shaped composition.

• ’Chassis H (6 & 3 feux en S)’: panel named H featur-
ing six vertical lights plus three lights in an S-shaped
composition.

System

Specifications 
Dataset Definition 

Standard 

(DDS)

Dataset Requirements 

Specification

(DRS)

Dataset Validation 

Protocol

(DVP)

Application 
expert

Machine 
learning 
expert

Aquisition 
expert
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Computer vision use case

• Results
2. Link between safety probabilistic assessment and ML performance

§ Finding: many sources of uncertainty
§ Dataset uncertainties (e.g. Inter-dataset distribution shift),
Training uncertainties (e.g loss function) …
§ Process based development insufficient
§ Idea: computation of statistical guarantees mixed with 
safety probabilistic approach

§ Contribution:
§ Formulation 1: on average over all possible training sets and over 
all future samples 

§ Standard formulation (from conformal prediction)
§ Formulation 2: on average for a particular training set and  over all future samples 

§ Ducoffe et al. 2019
§ Refinement of formulation 1, more samples needed to be statistically relevant

§ Formulation 3: on average for a particular training set and  for a given sample 
§ Ideal one
§ Knowledge of the input distribution required

Failures

Degradation

Process-based
removal/avoidance

Probabilistic assessment

Performance monitoring 

Probabilistic performance

Safety

Performance

Handled by

Handled by

Safety-centeredIntegrity/criticality level 
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Publications

§ Christophe Gabreau, Adrien Gauffriau, Florence de Grancey, Jean-Brice Genestet and Claire Pagetti. Assurance Case: A 
means to support certification of safety-related systems using ML. European Congress on Embedded Real Time Systems 
(ERTS 2022)

§ Hugues Bonnin, Eric Jenn, Lucian Alecu, Thomas Fel, Laurent Gardes, Sébastien Gerchinovitz, Ludovic Ponsolle, Franck 
Mamalet, Vincent Mussot, Cyril Cappi, Kevin Delmas and Baptiste Lefevre. Can we reconcile safety objectives with 
machine learning performances? European Congress on Embedded Real Time Systems (ERTS 2022)

§ Mathieu Damour, Florence De Grancey, Christophe Gabreau, Adrien Gauffriau, Jean-Brice Ginestet, Alexandre Hervieu, 
Thomas Huraux, Claire Pagetti, Ludovic Ponsolle, Arthur Clavière. Towards Certification of a Reduced Footprint ACAS-Xu 
System: A Hybrid ML-Based Solution. International Conference on Computer Safety, Reliability, and Security (SafeComp) 
2021

§ Eric Jenn, Alexandre Albore, Franck Mamalet, Grégory Flandin, Christophe Gabreau, Hervé Delseny, Adrien Gauffriau, 
Hugues Bonnin, Lucian Alecu, Jérémy Pirard, Baptiste Lefevre, Jean-Marc Gabriel, Cyril Cappi, Laurent Gardès, Sylvaine
Picard, Gilles Dulon, Brice Beltran, Jean-Christophe Bianic, Mathieu Damour, Kevin Delmas, Claire Pagetti. Identifying 
challenges to the certification of machine learning for safety critical systems. European Congress on Embedded Real Time 
Systems (ERTS 2020)

§ Sylvaine Picard, Camille Chapdelaine, Cyril Cappi, Laurent Gardes, Eric Jenn, Baptiste Lefevre, Thomas Soumarmon. 
Ensuring dataset quality for machine learning certification. 2020 IEEE International Symposium on Software Reliability 
Engineering Workshops (ISSREW)
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QUESTIONS


