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One noise to fool them all
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Deep Neural Networks are

• Very Efficient 

• Highly unstable

• Sensitive to small Perturbations 


Difficult to Certify their behaviour for high risk 
systems in industry

Adversarial attacks:


adv(f, x)= argmin
𝑥′￼,  𝑓(𝑥)≠𝑓(𝑥′￼)

𝑥  − 𝑥′￼
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HINGE KANTOROVICH-RUBINSTEIN ROBUST CLASSIFIER (CVPR 2021)
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Our contribution is a combination of


1.  Lipschitz property constraint to ensure Robustness  


2.  Theory of Optimal Transport applied to classification


Resulting an


	 Optimal classifier with provable robustness guarantees

16/03/2022

• Main Theorems


1. Existence and Uniqueness of the classifier

2. Provable Generalization guarantees and state of the art performance

3. Certifiable robustness 
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Hinge Kantorovich-Rubinstein Robust classifier (CVPR 2021)
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Unconstrained 
network

Constrained 
network

Our network 

Unconstrained 
network

Our network
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Lipschitz Property in Machine Learning

 Lipschitz property of function enhances robustness 
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∥ 𝑓(𝑥) − 𝑓(𝑦) ∥ ≤ 𝐿⋆ ∥ 𝑥 − 𝑦 ∥

∥ 𝛻𝑥𝑓 ∥ ≤ 𝐿⋆

∥ 𝑥 − 𝑦 ∥ ≤ 𝜀 → ∥ 𝑓(𝑥) − 𝑓(𝑦) ∥ ≤ 𝐿⋆𝜀 ≤ 𝛿

Deep Neural Networks suffer from explosion of the Lipschitz constant due to


• Structure : the deeper, the less control. ‘p layers’      


• Minimizing cross-entropy for  better accuracy is adverse to Lipschitz smoothness.

𝑓(𝑥) = 𝑓1 ∘ 𝑓2 ∘ …𝑓𝑝(𝑥)
∥ 𝑓(𝑥) − 𝑓(𝑦) ∥ ≤ 𝐿1 × … × 𝐿𝑝

𝐿⋆

∥ 𝑥 − 𝑦 ∥
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Optimal Transport Theory from Monge to Kantorovich
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𝒲𝑐(𝜇0, 𝜇1)   = 𝑎𝑟𝑔𝑚𝑖𝑛
𝜋∈Π(𝜇0, 𝜇1) ∫ 𝑐(𝑥, 𝑦)𝑑𝜋(𝑥, 𝑦)

= 𝑎𝑟𝑔𝑚𝑖𝑛
𝑇,𝑇(𝑋)∼𝜇1

∫ 𝑐(𝑥, 𝑇(𝑥))𝑑𝜇0(𝑥)

1-Lipschitz functions are related to Optimal Transport  for  𝑐(𝑥, 𝑦) =   ∥ 𝑥 − 𝑦 ∥

𝒲(𝜇0, 𝜇1) = 𝑠𝑢𝑝
f∈𝐿𝑖𝑝1(Ω)

𝔼
x∼𝜇1

[f(x)] − 𝔼
x∼𝜇0

[f(x)]



Regularization the 
transport cost with Hinge 
classification loss

𝒲(𝜇0, 𝜇1) = 𝑠𝑢𝑝
f∈𝐿𝑖𝑝1(Ω)

𝔼
x∼𝜇1

[f(x)] − 𝔼
x∼𝜇0

[f(x)]

The function f is a weak classifier for two-class classification problem : 

robust (1-Lipschitz)  but insufficient classification performance.
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𝒲(𝜇0, 𝜇1) = 𝑠𝑢𝑝
f∈𝐿𝑖𝑝1(Ω)

𝔼
x∼𝜇1
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[f(x)]
Novelty : Using Optimal Transport to classify as a natural Lipschitz classifier  

𝑖𝑛𝑓
𝑓∈𝐿𝑖𝑝1(Ω) { 𝔼

x∼𝜇0
[𝑓(X)] − 𝔼

x∼𝜇1
[𝑓(X)] + 𝜆𝔼𝑃(1 − 𝑌𝑓(X))+}

Our HKR loss allow the training of robust and performant classifiers

The function f is a weak classifier for two-class classification problem : 

robust (1-Lipschitz)  but insufficient classification performance.
 

Enforcing the classifier to


Separate the classes and


Still performing a mass


Transport between 


Distributions
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Adversarial Attacks become counterfactually reasonable examples

Theorem : the classifier can only be attacked by following the transport plan which is the 
direction of the gradient leading to counterfactual explanations.


Hybrid-AI : OT-based interventions with applications to fairness (poster N. Asher L. De 
Lara*) 
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adv( ̂f, x) − x = cx ⋅ ̂f (x) ⋅ ∇x
̂f
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ANITI’s synergy in Deel’s Project 
on Certifiable AI


1/ Co-Designing feasible certifiable 
algorithms corresponding to 
industrial requisites


2/ Multidisciplinary Research 


3/from Theory  to Industrial 
Applications


Industry

DatascienceResearch

Theory on Optimal transport 

Existence and uniqueness as a transport 

Theory on Machine 
Learning 


Generalisation and rates 

Industrial dataset expertise

Renault-Thales-SNCF  

Practical Implementation

Python open source package
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FROM RESEARCH TO INDUSTRIAL APPLICATIONS

10 16/03/2022

open source library 

Specific training for  ANITI’s partners
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From research to industrial applications

Blink classification


• Real-world dataset


• Low resolution images (32x32 RGB)


• Small dataset (frugal learning)
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Blink left Blink right 

classification of satellite image patches


• Eurosat dataset


• 64x64 image patches


• Multiclass problem (10 classes)

FRSign railway classification

•   cropped images to 64x64

•   binary or multiclass problem

Yellow sign Adversarial direction



For your attention
Thank you
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